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Abstract: When translating specific words from one language to another, it is necessary to take into consideration several 

different variables to guarantee correctness, precision, quality, and contextual appropriateness. Context-aware translation 

systems face several issues due to the complexities of natural language. These challenges include contextual disambiguation, 

cultural and linguistic nuances, subject matter expertise, and maintaining translation consistency. In low-resource languages 

such as Tamil, which suffer from limited linguistic resources, high word-sense ambiguity, and flexible word order, the 

translation process is further complicated. These issues are magnified in low-resource languages. To address these concerns, 

the proposed study will provide linguistic resources for pre-training Neural Machine Translation (NMT) systems. This will be 

accomplished by developing a translation system that is language-independent, document-specific, and context-based, making 

it suitable for languages with limited resources. The research presents a novel word vector format known as Word2Line (W2L), 

which minimises the time required for the process. With the use of TF-IDF, the system can recognise document-specific words 

in the English language, which serves as the source language, and then predict the context-based translations of those words in 

Tamil, the target language.   
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1. Introduction 
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Machine Translation (MT) is a subfield of computational linguistics that focuses on automating the translation of text or speech 

from one language to another. The goal of MT is to overcome language barriers in communication efficiently and accurately. 

Traditional MT systems have evolved significantly from rule-based methods to statistical methods and, more recently, to 

advanced neural network approaches. Rule-Based Machine Translation (RBMT) relies on predefined linguistic rules and 

dictionaries to translate text [1]. These systems struggled with flexibility and required extensive manual effort to support 

multiple language pairs and contexts. Statistical Machine Translation (SMT) leverages large parallel corpora to learn 

probabilistic models of translation. This approach improved translation quality but encountered challenges in contextual 

understanding and handling idiomatic expressions [2]. Neural Machine Translation (NMT) represents a significant 

advancement in the field of machine translation, leveraging deep learning techniques to provide more accurate, fluent and 

contextually aware translations. NMT models, particularly those based on transformer architectures, have shown remarkable 

improvements in handling context, a crucial factor for producing high-quality translations. The NMT employs an end-to-end 

learning approach, utilising an encoder-decoder architecture, attention mechanisms, transformer models, and contextual 

embeddings to enhance the system's ability for contextual translation [3]; [4]. The encoder processes the entire input sentence 

to capture its context, while the decoder generates the translation using that context. Attention mechanisms focus on relevant 

parts of the input sentence, especially in long sentences. The transformer models process input data in parallel to retain context 

over long sequences. While significant progress has been made in machine translation, achieving context-aware translations 

remains a challenging task.  

 

Context-based machine translation faces challenges in understanding contextual information, such as polysemy and 

homonymy, maintaining coherence and cohesion during anaphora resolution and textual coherence, adapting to cultural and 

linguistic nuances, evaluating quality and accuracy, and addressing technical limitations, including scalability and real-time 

translation. A context-based document-specific translation system is a valuable tool that leverages various techniques from 

different research papers. For instance, the system can utilise Deep Neural Networks (DNNs), Hidden Markov Models 

(HMMs), and Gaussian Mixture Models (GMMs) for Automatic Speech Recognition (ASR) in spoken document retrieval [5]. 

Additionally, corpus-based methodologies can significantly enhance lexical competence and search strategies as demonstrated 

in public service interpreting and translation (PSIT) studies [6]. Furthermore, a context-based generic cross-lingual retrieval 

model can be employed to handle different language pairs effectively by considering context in query translation and document 

retrieval [7]. Moreover, in NMT, context gates can dynamically control the contributions of source and target contexts to 

improve translation adequacy and fluency, thereby addressing the limitations of conventional NMT systems [8]. Some of the 

approaches employed to enhance contextual NMT in specialised fields include pre-training and fine-tuning models, transfer 

learning by applying knowledge from one language pair to another, hybrid models that combine NMT with rule-based or 

statistical approaches, incorporating feedback from human translators, and integrating multimodal translation. Among these 

approaches, the hybrid model offers a powerful solution for enhancing contextual NMT in low-resource languages. 

 

Enhancing context-based NMT for low-resource languages is a challenging task due to the scarcity of parallel corpora and 

linguistic resources [9]. Data augmentation and transfer learning, combining multiple approaches such as RBMT and SMT 

integration, Multilingual pre-training and cross-linguistic transfer, shared encoder-decoder frameworks, and zero-shot 

translation, can enhance translation quality and are among the strategies to improve contextual NMT for low-resource languages 

[10]; [11]; [12]. Engaging human translators for real-time feedback on translations can improve contextual understanding. 

Crowdsourcing annotated data can expand the training dataset for low-resource languages, thereby enhancing their capabilities. 

Linguistic resources such as morphological analysers, parsers, and bilingual dictionaries can enrich input data for translation 

models. Hybrid NMT systems can significantly enhance contextual translation quality in low-resource languages by combining 

rule-based and statistical approaches with neural methods and leveraging linguistic resources, data augmentation, transfer 

learning, and human feedback. The ongoing research, innovation and development in this area are essential to further improve 

the capabilities of NMT systems for low-resource languages. The proposed work leverages cross-lingual transfer learning to 

improve the translation performance of hybrid NMT models. It aims to create linguistic resources, such as context-based, 

document-specific bilingual dictionaries in English and Tamil, to pre-train the model with contextual information. The proposed 

work primarily makes the following contributions:  

 

 A small volume of a comparable corpus is manually created from the English and Tamil versions of the VIII-grade 

school textbook.  

 The proposed work introduced a novel Word2Line (W2L) vector representation of a word, which is more compatible 

with finding the contextual closeness between English and Tamil Words. The words that have similar meanings 

appear closer in the vector space.  

 The proposed algorithm created context-based, document-specific linguistic resources using the TF-IDF algorithm 

with a modified association rule mining confidence approach to predict translation words. This algorithm is suitable 

for any low-resource language as the target language, as it does not require a large pre-annotated corpus or information 

about the surrounding words of source or target words.  

 Finally, the proposed work was evaluated quantitatively and manually verified. 
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2. Related Work 

 

Machine translation faces challenges in low-resource language scenarios due to data sparsity, which hinders the performance 

of NMT models [13]; [14]. To address this, researchers have proposed novel approaches such as Syntax-Graph guided Self-

Attention (SGSA), which combines syntactic knowledge with multi-head self-attention to significantly improve NMT 

performance, especially in low-resource languages [15]. Additionally, the lack of robust evaluation benchmarks for low-

resource languages has been identified as a major obstacle to assessing model quality, leading to the introduction of Flores-

101, a benchmark that covers a wide range of topics and languages, enabling better evaluation of machine translation systems 

for low-resource languages [16]. Neural Machine Translation (NMT) faces challenges in low-resource languages, including 

limited datasets and high costs associated with data collection [17]. To address these challenges, researchers have proposed 

methods such as dual attention mechanisms and the use of large-scale paired datasets for training [17]. The size of parameters 

in attention-based NMT models is increased to ensure translation quality. This necessitates the use of compression methods 

such as linearization, weight compression, and near-memory hardware decoders to reduce latency and energy consumption 

[18].  The reliability and usability of automatically translated patient health information generated by NMT tools can pose 

safety risks to multicultural communities with limited bilingual skills, underscoring the importance of assessing the quality of 

NMT translations in clinical settings [19]. The NMT model is trained to predict target sentences as categorical outputs and 

embeddings, leveraging pre-trained embeddings to generalise beyond limited training data [13]. The new word embedding 

introduced by Chen [20] incorporates prior knowledge and shares training results across all embeddings, resulting in significant 

performance improvements in low-resource translation tasks.  

 

Additionally, utilising monolingual corpora for training word embedding and language models enhances Multimodal Machine 

Translation (MMT) systems, thereby improving translation quality across various language pairs [21]. The challenges faced in 

machine translation for the Tamil language stem from its rich morphology, limited resources, high word-sense ambiguity, and 

unique word-order structure, as highlighted in multiple research papers, Prasanna and Latha [22], Gokila et al. [23]. To address 

these challenges, researchers have developed innovative solutions, including hybrid POS tagger algorithms, LSTM-based 

translation models, and NLP techniques integrated with ML and DL algorithms. The scarcity of annotated corpora and linguistic 

resources in Tamil adds complexity to the design of accurate translation systems, necessitating the use of cross-lingual 

transformation learning techniques. Context-based document-specific word translation for Tamil languages faces several 

limitations and challenges, particularly in Neural Machine Translation (NMT). These issues stem from the complexities of 

contextual integration and the unique linguistic features of Tamil. Traditional NMT systems often struggle with efficiently 

integrating extensive contextual information, leading to slower processing times [24]. The lack of effective mechanisms to 

balance source and target contexts can result in translations that are fluent but contextually inadequate. Tamil's complex 

structure, characterised by agglutination, complicates the modelling of contextual variations, making it difficult to achieve 

accurate translations [25]. The vast number of syllables in Tamil presents a challenge for consistent recognition and translation. 

Despite these challenges, ongoing research continues to explore innovative approaches to enhance context-based neural 

machine translation for low-resource languages by leveraging training methods and pre-existing linguistic knowledge, 

suggesting potential improvements for future NMT systems. 

 

3. The Proposed Approach 

 

The proposed architecture generates a context-based, document-specific bilingual dictionary (English-Tamil) system, as 

illustrated in Figure 1.  

 

 
 

Figure 1: Architecture diagram of context-based document-specific bilingual dictionary (English-Tamil) 
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A small, manually created comparable bilingual corpus serves as input for the system. This corpus is pre-processed through 

sentence tokenisation, word tokenisation and stop-word removal. Key features, such as Term Frequency (TF), Inverse 

Document Frequency (IDF), and Word2Line (W2L), are extracted from the corpus. Document-specific words are identified 

using the TF-IDF method for the English corpus. For these document-specific words, the proposed algorithm applies W2L 

combined with association rule mining to predict their corresponding translations into Tamil. The resulting context-specific 

bilingual dictionary serves as a valuable linguistic resource for pre-training Neural Machine Translation (NMT) models. The 

performance of the proposed system is evaluated manually. 

 

3.1. Data Collection - Corpus Creation 

 

The proposed work requires a bilingual corpus of various documents. For this purpose, the first three chapters from both the 

English and Tamil versions of the 8th-grade science textbook published by the Tamil Nadu state government in India were 

selected to manually create three small parallel corpora. Each chapter is treated as a separate document. Documents 1, 2, and 3 

correspond to the lessons titled "Crop Production and Management," "Reaching the Age of Adolescence," and "Pictorial 

Features of the Plant Kingdom," respectively. A sample from Document 1 is shown in Figure 2.  

 

 
 

Figure 2: Sample of document 1 

 

The feature of the three corpora is shown in Table 1. The proposed work uses English as the source language and Tamil as the 

target language. All three documents are very small in volume. The English corpus has unique words ranging from 149 to 550. 

The Tamil corpus has unique words ranging from 189 to 836. Although the corpus contains fewer than 1000 words, the 

proposed modified association rule mining algorithm can still accurately predict translated words. 

 

Table 1: Features of input documents 

 

Document No. of 

Sentences 

Language No. of words No. of words 

after stop words 

No. of unique words 

after pre-processing 

Document 1 124 English 1577 928 550 

Tamil 1205 1089 836 

Document 2 57 English 739 433 265 

Tamil 464 424 307 

Document 3 35 English 309 203 149 

Tamil 259 228 189 

 

3.2. Corpus Pre-Processing 

 

The bilingual documents are pre-processed using techniques for sentence tokenisation, word tokenisation, and stop-word 

removal.  
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Figure 3: Sentence tokenisation 

 

The sentence tokeniser splits large documents into collections of individual sentences. A word tokeniser splits a sentence into 

words.  

 

 
 

Figure 4: Word tokenisation 
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These tokenisers are required to predict the translated word in a sentence. Figure 3 and Figure 4 show the output after performing 

sentence tokenisation and word tokenisation on the corpus.  

 

 
 

Figure 5: List of Tamil stop words 

 

Words such as in, on, or, at, a, an, the, he, she, it, etc., are stop words. As these words do not play a significant role in the 

document-specific vocabulary, they are removed from the corpus. For the Tamil language, the finite set of stop words is 

identified as shown in Figure 5. The algorithm removes these words from the Tamil corpus, as shown in Figure 6. 

 

 
 

Figure 6: Stop word removal 
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3.3. Feature Extraction 

 

Feature extraction is the process of converting raw data into numerical features. This text representation can be processed while 

preserving the information in the original dataset. Machine learning learns this data and yields better outcomes than learning 

directly from the raw data. The features of each word are represented as term frequency, inverse document frequency (IDF), 

TF-IDF, and Word2Vec vectors. 

 

3.3.1. TF-IDF Vectorisation 

 

Term Frequency-Inverse Document Frequency (TF-IDF) measures the importance of a word depending on how frequently it 

occurs within a document and a collection of documents. TF-IDF comprises Term frequency (TF) and Inverse Document 

Frequency (IDF). TF denotes the frequency of a word in a document. For a specified word, it is defined as the ratio of the 

number of times a word appears in a document to the total number of words in the document. 

 

 TF (term) = Number of times term appears in a document / Total Number of terms in the document. 

 

IDF measures the importance of the word in the corpus. It measures the frequency of a particular word across all documents in 

the corpus. It is the logarithmic ratio of the total number of documents to the number of documents with a particular word. If a 

word appears multiple times across many documents, then the denominator will increase, reducing the value of the second 

term. Thus, common words would have lesser importance. 

 

 IDF (term) = log (Total amount of documents / Number of documents having term). 

 The TF-IDF formula is the product of TF and IDF. 

 TF-IDF (term) = TF (term) * IDF (term). 

 

3.3.2. Word2Line (W2L) Vector Representation 

 

The Word2Line representation of words is a novel approach proposed to simplify the calculation of confidence based on support 

in data mining. The Word2Line vector represents each word by the line numbers in which it occurs within the corpus. This 

applies to both the source and target languages. Unlike traditional NLP vector representations, such as one-hot encoding and 

bag-of-words, which capture only the presence or absence of words in observations and are useful for certain machine learning 

tasks, they fail to encode a word's meaning or contextual relationships. The proposed method captures potential relationships 

between source and target words by leveraging their proximity in sentence line numbers across both languages. As illustrated 

in the pictorial representation of the Word2Line vector for a sample set of words, the probability of correctly predicting target 

words like "பயிர"் (payir), "விவசாயிகள்" (vivasayikal) and "உணவு" (unavu) as translations for the source words 

"crop," "farmers," and "food," respectively, is higher due to their greater contextual proximity in the vector space (Figure 7). 

 

 
 

Figure 7: Pictorial representation of word2line vector for the sample of words 
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The number representation of the Word2Line vector is shown in Figure 8. The value shows that the first column is the word 

itself, the second column is the number of times the word appears in the document, and the remaining columns are the line 

numbers in which the word appears. 

 

 
 

Figure 8: Word2Line vector number representation 

 

3.4. Feature Classification 

 

The feature classification is performed in the following stages, namely, the Classification of Chapter-specific words and the 

prediction of Translation words 

 

3.4.1. Classification of Document-Specific Words 
 

The TF-IDF technique is used to eliminate the most common terms and extract only the most relevant terms from the corpus. 

The TF-IDF algorithm was applied to 45 documents to extract term features [26]. An approach proposed by Dadgar et al. [27] 

involved classifying news texts using a support vector machine, with features extracted using the TF-IDF method. The TF-IDF 

algorithm was used to classify Bahasa Indonesia news articles [28]. A high precision has been achieved in this classification. 

This classification technique is used to identify chapter-specific words in the source language, English, for which the 

corresponding Tamil translation is predicted. The sample document-specific words are shown in Figure 9. 

 

 
 

Figure 9: Document-specific words 

 

3.4.2. Prediction of Translation Words Using a Mining Approach 
 

Association Rule mining was originally designed to examine customer behaviour by identifying the items they purchase 

together in a single transaction [29]. Rules find relationships between sets of elements of every distinct transaction. Support 
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and Confidence metrics are used to understand the strength of association between sets of elements. Support indicates the 

frequency with which an itemset appears across all transactions. Consider X and Y to be the itemsets itemset1 and itemset2, 

respectively; the support is the fraction of transactions in which the itemset occurs. 

 

 Support (X -> Y) = Transactions containing both X and Y / Total number of transactions. 

 

Confidence indicates the likelihood that item Y will be purchased when item X is purchased, expressed as {X -> Y}. The 

proportion of transactions with item X, in which item Y also appears, measures this. 

 

 Confidence (X -> Y) = Transactions containing both X and Y / Transactions containing X. 

 

Association Rule Mining is a machine learning technique commonly used in Market Basket Analysis to identify frequent 

itemsets based on metrics such as support and Confidence. The proposed algorithm leverages this approach to predict the most 

associated translated target words for chapter-specific source words. Confidence represents the likelihood that a target word in 

a sentence will be predicted as the translation of a source word. It is calculated as the ratio of the support of both the source and 

target words to the support of the source word. The support of a source and target word is defined as the number of lines 

containing both words, divided by the total number of lines in the corpus. The support of the source word is the number of lines 

containing the source word, divided by the total number of lines in the corpus. To simplify computation, the Word2Line (W2L) 

vector for each word is represented as a Set. The confidence can then be expressed as: 

 

Confidence(Source word → Target word) =  

No. of { Set of line numbers of the source word} n 
{Set of line numbers of the target word}

No. of {Set of line numbers of the source word}
 

 

The prediction algorithm for the translated word is shown in Algorithm I. 

 

3.5. Algorithm I: Translation Text Prediction 

 

 Input: Bilingual (English-Tamil) Parallel Corpus. 

 Output: A context-based, document-specific bilingual dictionary with English as the source language and a list of 

its Tamil translations. 

 After preprocessing the corpus, perform steps 2-4 separately for both the English and Tamil corpora. 

 Word Frequency Vector: Calculate the frequency of each word and store it in a dictionary, where the key is a sorted 

list of unique words and the value is their respective frequency. 

 W2L Feature Extraction: Extract features by identifying the line numbers where each word appears in the corpus. 

 Feature Vector Representation (FV): For each word, create a list containing the word itself, its frequency and the 

line numbers where it occurs in the corpus. 

 

3.5.1. Predicting English-to-Tamil Translations 

 

For each word in the English feature vector (FVe), do the following: 

 

 Let A be the set of line numbers where the English word Ei appears in sentence Sl, as indicated by its feature vector.  

 For each word in the Tamil feature vector (FVt) in the same sentence Sl, do the following: 

 

 Let B be the set of line numbers where the Tamil word Tjappears, as indicated by its feature vector. 

 Find the intersection of A and B. If not null, add this to set C. 

 Calculate the length of C (denoted as X), which represents the number of times Ei and Tj appear together 

in the same line of the corpus. 

 Compute the confidence value by dividing the support (number of times Ei and Tj appear together) by the 

frequency of Ei. Store this confidence value in Y. 

 Add an entry to the list data structure, Count, in the format (Ti, Ej, X, Y). 

 

 Sort the Count list by Y in descending order, with the most probable Tamil translation appearing first. 

 

The predicted translated words for each document, along with their confidence scores, are shown in Figure 10. 
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Figure 10: Predicted translated word 

 

4. Experimental Setup 

 

The proposed model was evaluated through a series of experiments. These experiments were conducted on a computer system 

equipped with an Intel Core i5-7200U processor, running at 2.50 GHz (with a maximum frequency of 2.71 GHz), 8 GB of 

memory, and a 1 TB hard drive. The system was configured with NetBeans IDE 8.2 (Java 1.8.0_171) and Spyder 5.0.1 (Python 

3.7.9, 64-bit) on Windows 10. 

 

4.1. Document-Specific Bilingual Dictionary 

 

The feature extraction algorithm was applied to three documents to generate document-specific bilingual dictionaries. A sample 

of the generated dictionaries is shown in Figure 11. 

 

4.2. Performance Evaluation 

 

Once the list of chapter-specific source words was identified using the TF-IDF algorithm, the translation prediction algorithm 

was applied to the corpus to predict the corresponding target language words.  

 

 
 

Figure 11: Context-based document-specific bilingual dictionary 
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The experiments were conducted by varying the minimum number of occurrences of source and target words per sentence 

line—specifically, 2, 3, and 4 times, as shown in Table 2.  The evaluation was performed manually. A predicted translation 

was considered correct if any word from the predicted list matched the actual translation. For instance, the predicted translations 

for the word “food” included “unavu”, “thozhil” and “thevaiyana”. Since “unavu” is the correct translation, the prediction was 

deemed accurate. 

 

Table 2: Evaluation of the developed system 

 

Minimum no. of times 

the source and target 

words occur in the same 

line 

Document No. of document-

specific words 

using TF-IDF 

No. of Predicted 

words that are 

Correct 

Number of 

Predicted words 

that are Wrong 

Accuracy 

(%) 

2 Document 1 78 56 22 71.79 

Document 2 40 27 13 67.5 

Document 3 13 12 1 92.31 

3 Document 1 17 14 3 82.35 

Document 2 10 7 3 70 

Document 3 4 3 1 75 

4 Document 1 5 5 0 100 

Document 2 2 2 0 100 

Document 3 2 2 0 100 

 

Results indicated improved translation accuracy when the source and target words appeared at least four times in the sentence 

lines, as illustrated in Figure 12. 

 

 
 

Figure 12: Accuracy 

 

5. Conclusion 

 

The proposed algorithm constructs a context-based, document-specific bilingual dictionary by integrating the existing TF-IDF 

method with a modified association rule mining confidence approach to predict translation words. The introduction of the 

Word2Line vector effectively represents both source and target-language words, simplifying translation prediction by 

calculating confidence based on support. Since the algorithm is language-independent, it is well-suited for use with any low-

resource target language. Additionally, it does not rely on large volumes of pre-annotated corpora or contextual information 

about surrounding words, making it simpler. The method achieved 100% accuracy when the minimum co-occurrence of source 

and target words per sentence was set to 4, demonstrating its strong potential for practical applications. 
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